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Abstract

An intrusion detection system based on multi-agent
architecture and soft computing is introduced. This
consists of multiple, autonomous agents and a single
blackboard mechanism in order to facilitate intrusion
detection for a target computer network. Within this
framework, each agent performs its own tasks asyn-
chronously. The blackboard mechanism consistently
manages access to the constituent agents. Each agent
thus can be implemented arbitrarily as long as the
interface to the blackboard is supported. Currently,
Fuzzy Logic, Neural Networks and Support Vector
Machines are being studied as underlying methodolo-
gies for the autonomous agents. In addition, a single
agent can be capable of reinforcement learning with
the reinforcement signal provided by the blackboard.
The system development is being pursued using both
software and hardware implementations.

Introduction

Intrusion Detection, Network Security
and Artificial Intelligence

As the Internet becomes increasingly dominant, se-
curing computer systems from unwanted intrusion is
becoming a top priority within many IT departments.
Statistics show that the number of incidents of com-
puter network security compromise has increased by
a factor of over 300 between the years 1990 and 2002
(CERT 2003). Table 1 shows the type of intrusions,
their descriptions and effects commonly identified.
Table 2 shows the type of solutions to prevent or
deal with intrusions that are commonly taken into ac-
count (Axelsson 1999a). The latter primarily require
recording and tracing through massive quantities of
activity logs. If the study of the activity logs shows
signs of intrusion, certain actions are taken to prevent
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or to eliminate the intrusion. This is not a trivial task
due to the massive quantity of data and the require-
ment for the system to respond in real-time.

Currently, system administrators must rely on their
experience to configure the intrusion management
utilities described above. Typically, they configure
the utilities so that monitoring processes are placed
on critical sites (e.g. fire walls, gateways and web
servers) and centralized at one site (their primary
workstation). To realize this, the utilities must have a
high degree of inter-operability and the capability to
provide summaries. Further, security assurances on
these utilities themselves need to be provided in one
way or the other. Despite the advantages provided by
these tools, system administrators are under increas-
ing pressure due to the massive quantity of network
traffic, dynamic network configurations and increased
intrusion attempts.

In this context, some real-time intelligent process-
ing techniques acting upon network traffic information
are expected to provide assistance to the system ad-
ministrator in his/her decision making process. The
task of intrusion detection is performed with certainty
factors. Justifications of determining such certainty
factors vary depending on sources of inputs, expertise
and perspectives. Usually, (Bayesian) probability is
incorporated within such an intelligent processing in
one way or the other as the underlying representation
framework.

In making (Bayesian) probabilistic reasoning, gen-
eral and broad-based information about the popula-
tion characteristics (i.e. prior probability of an event
occurring) needs to be taken into account. When the
prior is neglected, the conditional probability of the
event occurring given a certain observation (i.e. a rule
for Bayesian inference) results in either insignificant or
inaccurate results regardless of a considerable size of
samples (i.e. base rate fallacy, a.k.a. representative
heuristics (Kahneman & Tversky 1973)). Some stud-
ies (Gigerenzer & Hoffrage 1995) showed that subjec-
tive estimates based on frequencies clearly overcome
normative predictions and they often come close to a
hit rate of 80% or better.



| Type | Description

| Effect

Denial of services (DoS)

Disables or floods network devices or infrastructure
(E.g. ping of death, SQL attacks)

Slowing down or disabling
network services

Probing
and network services

Sniffing the network gateways

No harmful effects
Precursor to malignant attacks

Brute force intrusion
e.g., illegal privilege login

Unauthorized system access,

Table 1: Classification of Network Intrusions

| Solution | Example

Prevention

Fire walls

Proxy servers

Virtual private networks (VPN)
Cryptography

Monitoring

Network packet monitoring:
TCPdump (LBNL 2003)

Traffic analysis and visualization:
CoralReef (CAIDA 2003)
Intrusion detection systems:
Snort (Caswell & Roesch 2003)

Table 2: Examples of Security Mechanisms

Obviously, it is very difficult to obtain priors for
use in intrusion detection(Axelsson 1999b). Yet, com-
petent system administrators are capable of success-
fully detecting intrusions. On the other hand, a widely
used intrusion detection system, Snort, utilizes a pat-
tern matching scheme based on regular expression.
A survey (Axelsson 1999a) indicates that, in general,
knowledge-based approaches are among the most of-
ten used for intrusion detection.

Current research has focused on a model for team
decision making using Distributed Artificial Intelli-
gence (Kang, Waisel, & Wallace 1998). This indicates
that team decision making performs better than in-
dividual decision making, especially in complex tasks
(though there is an expense associated with resolving
conflicts among team members).

Research Statement

The primary objective of Synergistic and Perceptual
Intrusion DEtection with Reinforcement (SPIDER) is
to seek a more efficient and effective intrusion detec-
tion framework by promoting synergistic effects of au-
tonomous software agents and system administrators.
The efficiency and effectiveness are considered with
respect to inter-operability, information summariza-
tion and self-security. The agents are expected to be
knowledge-based and, preferably, adaptive (i.e. capa-
ble of reinforcement learning). They are also expected
to be able to handle uncertainty. A simple team deci-
sion making model with a conflict resolution scheme is
studied. It needs to be compliant with various types of

agents and human beings, i.e. system administrators,
through a certain user interface.

A secondary objective of SPIDER is a significant
contribution to our new Cyber Security program (see
Appendix) including, but not limited to: course mate-
rial, promotion of collaboration between faculty and
industry, dissemination such as tutorials and work-
shops for the local chapter of the ACM and regional
special interest groups (SIG), and master’s thesis
projects. It serves as a testbed for studying tech-
niques of Artificial Intelligence (e.g., reasoning, learn-
ing, multi-agents) and network security.

Multi-Agent, Blackboard-Based
System Architecture

Figure 1 shows an overview of SPIDER whose ar-
chitecture is a multi-agent, blackboard-based system
(Russell & Norvig 2003). Its subsystems include:

1. Blackboard subsystem (BB) - It maintains informa-
tion regarding intrusion detection in the network.
It allows agents to access and modify information
asynchronously. Support logic (Baldwin, Martin, &
Pilsworth 1995) is used for representation and in-
ference about intrusions.

2. Blackboard management subsystem (BBM) - It has
two tasks: the combination of decisions (i.e. in-
trusion detection) made among multiple agents and
housekeeping such as elimination and compression
of outdated information.

3. User interface (UI) - This provides a graphic user
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interface (GUI) in order for a user, i.e. a system
administrator, to make a decision whether or not
a certain action to handle an intrusion is neces-
sary. It provides visualization of network traffic,
processes and other significant information stored
on BB. This subsystem also controls the modules
performing actions in order to handle intrusions
(e.g., shutting off machines, filtering a certain type
of network packet, etc.).

4. Intrusion detection agent (IDA) - A single agent au-
tonomously and independently performs its intru-
sion detection task. IDAs which belong to SPIDER
will have their results reflected on BB.

An IDA detects intrusions in real-time based on
patterns in histograms that are generated from input
streams such as network packets, datagrams, E-mail
streams and OS process tables. Histograms are gen-
erated by taking frequencies of sequentially occurring
events sensed from input streams within a certain pe-
riod. Histograms are taken as the canonical form for
input streams and sampling processes of the IDA. The
following classification can be made in terms of the
type of input streams:

1. Host-based IDA - Generates histograms from OS
process tables.

2. Network-based IDA - Generates histograms from
network packet streams.

3. Application-based IDA - Generates histograms from
datagrams and/or E-mail streams(Inoue & Ralescu
1999).

Figure 2 shows a snapshot of SPIDER with a variety
of input streams. The system administrator monitors
various types of intrusions in an integrated manner on
his/her workstation through UI. Computational mod-
els of IDAs include fuzzy logic, neural networks, prob-
abilistic reasoning, support logic and string matching
based on regular expressions.

Decision Making Model in SPIDER

Within SPIDER, the system administrator and agents
collaboratively make decisions as to whether or not
intrusions are detected. All decisions made by those
agents and the system administrators are recorded on
BB. BBM then aggregates them in order to determine
the most appropriate actions. In the following, the de-
cision model underlying the BBM is briefly described.

The main idea is to make a decision by a team
consisting of the IDAs and the system administra-
tor. When considering the efficient frameworks of de-
cisions (reasoning) made by IDAs, e.g., probability,
Dempster-Shafer and fuzzy sets, as well as the his-
tograms generated in real-time, an underlying repre-
sentation framework is necessary. In addition, deci-
sions made by human beings (i.e. system administra-
tors) are involved. Consequently, the team decision

needs to be perceptual due to the involvement of hu-
man beings with the various reasoning frameworks of
the IDAs.

Consider a set of decisions D corresponding all in-
trusions and normal cases (i.e. no intrusions). With-
out loss of generality, we assume that at least one
of the IDAs or system administrators is capable of
making decisions defined within D. This assumption
prevents decisions that are never made. Then we con-
sider the following decisions made by individual deci-
sion makers:

1. Crisp decision: a particular decision z. € D is made
(i.e. probability P(z.) = 1).

2. Probabilistic decision: a decision z, € D associated

with a point probability P(z,) such that P(z,) +
P(7,) =1 is made.

3. Support decision: a decision z; € D associated

with a support pair, i.e. an interval of proba-
bility, (Pi(@s), Pu(zs)) where Pi(zs) < Py(zs) is
made. Consequently, the support pair for the com-
plement (P,(Z;), P,(T;)) is determined such that
(1= Py(zs),1 = Pi(xs)) = (P(T5), Pu(T5)).

4. Fuzzy decision: a decision zy € D associated with

a fuzzy probability Py(z), a fuzzy set defined over
[0,1], is made. (E.g., P¢(x¢) = ’high’ where ’high’
is a fuzzy set defined over [0, 1]).

Next, consider how such various types of decisions
made by IDAs and system administrators (decision
makers) are combined. Without loss of generality, as-
sume that n decision makers making various types of
decisions belong to SPIDER. Then the team decision
z associated with a probability P(z) is obtained by
aggregating P;(z) where ¢ = 1...n (i.e. the proba-
bility that the i-th decision maker makes decision )
such that

P(z) = Hu(Pr(2), ..., Po(z)) 1)

where w is the vote weight (usually normalized, i.e.
>; w; = 1) (representing the influence on the decision
making). H is a notation indicating a generic aggre-
gation combination operation such that # : [0,1]" —
[0,1].

Point Combination

Many options for the combination operation can be
considered. Currently, a team decision making model
with a simple weight averaging combination such that

P(z) = 3" wi- P(a) (2)

where ) w; = 1 (i.e. the summation of normalized
votes) is currently studied by Miller (Miller & Inoue
2003). In this study, IDAs make only crisp or proba-
bilistic decisions.
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Figure 2: Snapshot of Synergistic Intrusion Detection

How can support decisions and fuzzy decisions be
handled? The issue arises in connection with using
Equation 2 in this case. A simple solution is to take
a middle point

for the support decisions, and the deffuzification
PZ(.'L') _ EyE[O,l] pe(y) -y

for the fuzzy decisions to let point probabilities repre-
sent them respectively.

Support Combination

Alternatively, we are currently studying a more
generic combination operation utilizing Mass Assign-
ment Theory (MAT) (Baldwin, Martin, & Pilsworth
1995). MAT provides a framework for managing the
correspondence between fuzzy sets and probability
distributions using mass assignment as a mediator.
Here, we consider the combination of decisions utiliz-
ing MAT similar to the construction of computational
perception (Inoue & Ralescu 2000).

(Definition 1) Let S be a sample space. Then a mass
assignment (MA) mg associated with S is a function

from the power set P(S) to an interval of real numbers
such that

mg : P(S) — [0,1]
and
z mg(A) =1
ACS

(Definition 2) A C S is called a focal element for
mass assignment mg if

ms(A) >0

MAT provides the following correspondences among
probability distributions, mass assignment, and fuzzy
sets:

1. MA and probability:
Ps(z)= Y Pa(z)-ms(A) 3)

ACS,z€cA

where Pg is a probability distribution on S, mg is a
mass assignment over S and Py is a probability dis-
tribution on A (often called a selection rule). The
selection rule represents bias (i.e. preference) on el-
ements within A. The selection rule without any
bias is Pa(x) = ‘17‘ (the least prejudged distribu-
tion).



2. MA and fuzzy sets: Let F = z1/pa + -+ + Tn[lin
be a fuzzy subset over S. We denote yu; = pur(z;)
and without loss of generality we assume

l=p1 > > pn> pny1 =0

Then a MA with nested focal elements {z1,...,z;}
for i =1,...,n can be derived as

_ o= pip A=Az, 3}
ms(A4) = { 0 otherwise (4)

3. Probability and fuzzy sets: The mapping between
fuzzy sets and probability distributions via a MA is
obtained from above two such that

Ps(zx) = ZPA(%) (i — piy1) (5)
i—k

Let D; be a set of decisions that the j-th decision
maker makes. Note that D; C D and ;e ) Dj =
D (D is a set of decisions made by a team within
SPIDER). Suppose that the j-th decision maker has a
normalized vote w; (i.e. 3 ;cq; 3 w;j =1). Then the

probability that a decision = € D is made by a team
within SPIDER is given by

Pp(x)= Y Pp,(x)-w, (6)

D;CD,zeD;

This is derived from Equation 3 by treating focal
element A = D; and MA mp(A4) = mp(D;) = w;.
Pp,(x) is a probability associated with a decision
made by the j-th decision maker. As mentioned
above, this probability can be either one of the fol-
lowing:

1. Crisp Decision: Pp,(z) =1 and Pp,(T) =0
2. Probabilistic Decision: Let the probability for a de-

cision z be Pp,(z) = p. Then Pp,(T) = |[§j_\€1

(assuming no bias).
3. Support Decision: Consider the following proce-
dure:

(a) Generate MA m; corresponding to a support pair
(p1, pu) for a decision z such that

m;({z}) = pi
m;({z} = D; - {a}) =1 - pu
m;(D;) = pu — P
(b) Compute Pp,(z) from m; using Equation 3. As-
sume the least prejudged distribution ﬁ, where
A is a focal element of m;, for the selection rules
unless otherwise specified.

4. Fuzzy Decision: Let F}, be a fuzzy probability such
that Pp,(x) = F,. By the representation (decom-
positionj theorem (Klir & Yuan 1995), we obtain

F,= U a-F,
a€l0,1]

where a- F, is a special fuzzy set whose membership
function is given by pq.r, () = a for all z € F,,
F, is a crisp set (a-cut)consisting of elements x such
that pg, () > a. Notice that any a-cut Fy is an
interval within [0, 1] provided that fuzzy set F, is
convex.

MA mp, corresponding to F), can be obtained such
that

mr, (Fai) =05 — Q441

where, without loss of generality, « is sorted in non-
increasing order such that

120412"'205n206n+1=0

and F,, are the only focal elements for mp,. This
leads to a collection of possible support decisions
such that

(p;' = MIN[Fai]va = MAX[Fai])

Lastly, m; for the collection of possible support de-
cisions from Fj, is obtained such that

mi({z}) = X pj -mr,(Fa;)
m;({T} = D; — {z}) = Y1, (1 = p,) - mp, (Fu,)
m;(D;) = i, (ph — p}) - mF, (Fa,)

Then PD;(z) is computed from m; by using Equa-
tion 3.

Reinforcement of Adaptive IDAs

Reinforcement of SPIDER is performed in a manner of
propagating rewards or penalties from BB to all IDAs
with adaptive capabilities. This procedure is outlined
below:

1. A system administrator performs a certain action
for decision z € D.

2. For decision z, determine its reward r(z) = v - (1 —
Pp(z)) where v € [0,1] is a constant which deter-
mines a learning rate.

3. For other decisions z;, where z; # x, determine its

penalty r(z;) = —r(z) - %
i,zi#e

4. Update the probability Pp(z;) — Pp(z;) for all
i € {1---n} by P,(z) =r(z;) + Pp(x;).

5. Obtain the corresponding updated (normalized)
vote w; — w; by following Equation 6.

6. Determine rewards or penalties r¥ = w} — w; for all
decision makers.

7. Propagate r}’ to all adaptive IDAs.

Adjust the vote w; if the i-th IDA has adapted itself
to improve performance (this is applied only when
a penalty is applied).

@



IDAs Currently Studied

As mentioned above, IDAs can take any computa-
tional model as long as it is compliant with the scheme
mentioned above. Currently, the following computa-
tional models are being studied:

1. Support Logic and Mass Assignment Theory - This
provides an underlying computational framework of
Bayesian belief networks, support logic, Dempster-
Shafer theory of evidence, fuzzy logic and neural
networks (Inoue 2003). Fuzzy Relational Inference
Language (FRIL) provides a logic programming en-
vironment with S-expression notations. The goal
of this research is to implement IDAs as embedded
systems, i.e. hardware interface boards.

2. Support Vector Machines and an extension of sup-
port vectors by using fuzzy sets - This framework
provides an instance-based classification approach
that suits many problem domains such as text clas-
sification (Mill 2002) and intrusion detection where
knowledge acquisition is very difficult. To handle
‘near errors’, an extension of support vectors with
fuzzy sets is currently under study (Mill & Inoue
2003).

3. Self-Organizing Map (SOM) - Miller developed a
simple unauthorized privilege access (root pass-
word) detection using SOM (a single IDA). This
was extended to the network packet intrusion de-
tection problem together with the incorporation of
SPIDER architecture (Miller & Inoue 2003).

4. Other candidate computational models - Genetic al-
gorithms, artificial life, and artificial immune sys-
tems are currently being studied.

Self-Security

Self-security becomes a big issue for any distributed
system. The fundamental advantage for systems such
as SPIDER is that it is hard for an intrusion to pen-
etrate the entire system due to its distributed nature.
The major potential vulnerabilities are DoS attacks
(as the network is flooded, SPIDER, cannot exchange
information among IDAs). The solution to this prob-
lem is to set up SPIDER on a totally isolated network.
This is feasible considering the bandwidth that SPI-
DER uses (very small). It is simple to set up such
an isolated network either physically installing extra
network interface cards or virtually configuring a sep-
arate, isolated network (i.e. virtual private network
(VPN)).

Conclusion

A distributed intrusion detection scheme, SPIDER, is
introduced. It has a multi-agent, blackboard archi-
tecture which enables integrated intrusion detection
at all levels. A synergistic effect is expected by hav-
ing a variety of agents for each intrusion. A simple

decision making model using fuzzy sets and voting is
introduced in order to combine intrusion detection re-
sults generated by IDAs. A simple distributed rein-
forcement scheme is outlined.

SPIDER is expected to impact on our cyber security
program and to serve as a testbed for multiple disci-
plines such as Artificial Intelligence and Network Secu-
rity. This provides many opportunities for course and
master’s thesis projects. This will also promote col-
laboration between universities and industry as well
as supporting community outreach.

To reflect the current trends in intrusion detection
and management, significant future work involves the
extension of SPIDER to be able to manage intrusions
by taking actions. The key issue is the configuration
of actions reflecting the decisions with uncertainties,
i.e. reflection of Pp to the parameters of actions, e.g.,
the blend control framework of unmanned helicopter
(Sugeno et al. 1995).
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Appendix: Cyber Security Program

The primary missions of the Cyber Security program
at EWU are to train a cyber security workforce and to
serve as the leading think-tank for the Inland North-
west region. The program development consists of the
following;:

1. New course and academic module development in
three tracks

(a) Theory and foundation track — Cryptography and
cryptographic protocols

(b) Security engineering track — network security, OS
security, web security, and information warfare

(c) Application track — intrusion detection within ar-
tificial intelligence, secured programming in soft-
ware engineering and programming core.

2. Enhancement of degree programs - Revision of the
BS and the MS degrees in Computer Science to in-
clude the cyber security within the core. A new un-
dergraduate degree program, Software Engineering
Technology (Rodriguez-Marek et al. 2003) will be
offered in Fall of 2003 with an emphasis on ’hands-
on’ network security and embedded systems devel-
opment.

3. New applied research programs - Synergistic collab-
orations among faculty members, students, govern-
ment research laboratories and local industry.



4. Community outreach - The Inland Northwest Se-
curity System Initiative (INSSI) was established in
order to promote applied research and collaborative
efforts (e.g. workshops and tutorials) for cyber se-
curity among universities, industries and research
laboratories in this region.
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