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Abstract

This paper is meant as a reference to describe the research conducted
at the Politecnico di Milano university on unsupervised learning for anomaly
detection. We summarize our key results and our ongoing and future work,
referencing our publications as well as the core literature of the field to
give the interested reader a roadmap for exploring our research area.

1 Introduction

Intrusion Detection Systems are often blamed for being ineffective security mea-
sures. However, since networked computer systems are prone to be attacked and
compromised, we need to monitor them for signs of intrusions: the development
of good intrusion detectors is therefore a necessity.

It is well known that two complementary approaches exist in intrusion de-
tection: in misuse detection systems attacks are directly defined by the means
of signatures; in anomaly detection systems instead normality is described and
deviations are consequentially flagged.

Misuse detectors are simpler to design and build, and therefore most of to-
day’s commercial IDS products are substantially misuse-based. Misuse detectors
however are effective only against commonly known attack tools, for which such
a signature can be available. They cannot detect “zero-day” attacks, they suffer
from evasion techniques [1] and polymorphism of attacks [2]. Additionally, they
are useless against insider abuse or other security violations that do not make
use of exploits, such as social engineering attack effects.

An obvious solution would be to switch to an anomaly detection approach,
modeling what is normal instead of what is anomalous. Not needing a database
of “known” attacks, such systems can potentially detect unknown techniques
and insider abuses. A number of host-based anomaly detection systems have
been proposed in academic projects, but they have failed to turn into real world
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systems (with a few exceptions). This is mainly due to the presence of “false
positives”, or false alerts. While in misuse detectors a proper configuration
and tuning can avoid most “noncontextual” and irrelevant alerts, in anomaly
detectors false positives can be reduced, but not totally eliminated. In second
place, most anomaly detectors have a “normal/alert” outcome which does not
actually tell the user what is wrong, but just alert him/her when the “abnor-
mality” of the situation goes beyond predefined thresholds. This makes them
less user friendly, and ultimately unusable for automated response and intrusion
prevention.

Due to space limitation, we cannot and will not attempt to review all the
previous literature on intrusion detection or to go more in depth than this. We
refer however the curious reader to [3] for a more comprehensive and taxonomical
review.

Our research work focuses on the analysis and development of anomaly based
intrusion detection systems based on unsupervised learning algorithms. In this
paper, we will briefly summarize the main results of our research, leading to the
development of a complete, integrated suite of tools for anomaly based intru-
sion detection at both host and network levels. Our key original contributions
have been published in international conferences [4–7], submitted to scientific
journals, and have been the core of a doctoral thesis [8]. We refer the reader to
such publications for further information on our research work

2 Network Intrusion Detection

Network Intrusion Detection is a particularly challenging field for the applica-
tion of unsupervised learning algorithms. In particular, the varying size of the
payloads of the datagrams, and their heterogeneous nature which defies a com-
pact representation as a single feature, are the hardest problems to solve. Most
existing researches on this topic avoid this problem altogether by discarding the
payload and retaining only the information in the packet header, or by tracking
connection-wide variables instead of analyzing single packets [9–13].

In previous works [5–8] we proposed a novel network based anomaly de-
tection system which uses a two-tier architecture to overcome dimensionality
problems and apply unsupervised learning techniques to the payload of packets,
as well as to the headers. The overall architecture is shown in Fig. 1. In the first
tier of the system, a Self Organizing Map (SOM) [14] operates a basic form of
pattern recognition on the payload of the packets, observing one packet payload
at a time and “compressing” it into a byte of information (a “payload class”
value) [5, 7]. We considered performance issues and proposed improvements
and heuristics to increase the throughput of SOMs by almost three times, with
marginal misclassification rates, to reach a speed which is suitable for online
Intrusion Detection purposes [6].

This classification is then added to a subset of the information decoded
from the packet header and passed on to the second tier algorithm, which is an
unsupervised algorithm for outlier detection in multivariate time series based
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Figure 1: The overall architecture of the two-stage network-based IDS proto-
type.

on discounting learning (Smart Sifter [15]). The output of SmartSifter is a value
expressing the statistical distance of the new observation from the former ones.
In order to automatically tune the threshold beyond which a data vector is
considered an outlier, we modified SmartSifter by introducing a training phase
during which the distribution of the anomaly scores is approximated, and an
estimated quantile of the distribution is also computed. In this way we can
directly set the IDS sensitivity as the percentage of packets we want to consider
as outliers [8] .

We ran the prototype over various days of the 1999 DARPA dataset. The
average results are reported in Table 1. The first column contains the sensitivity
threshold of the algorithm, that is, the target percentage of packets to be clas-
sified as outliers. It is also a good predictor of the False Positive Rate (FPR),
if the attack rate is not too high. For a comparison, the authors of SmartSifter
claim a 18% detection rate, with a 0.9% false positive rate. Our algorithm can
instead reach a 92% detection rate with a 0.17% false positive rate, thus demon-
strating a highly superior performance. PAYL [16] is the only other prototype
we are aware of, which uses part of the payload of packets. The best overall
results for PAYL show a detection rate of 58.7%, with a false positive rate that
is between 0.1% and 1%. Our architecture can reach the same detection rate
with a false positive rate below 0.03%, thus an order of magnitude better than
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Threshold Detection Rate False Positive Rate
0.03% 66.7% 0.031%
0.05% 72.2% 0.055%
0.08% 77.8% 0.086%
0.09% 88.9% 0.095%

Table 1: Detection rates and false positive rates for our prototype

PAYL, or on the other hand it can reach a 88.9% detection rate with no more
than a 1% rate of false positives.

3 System Call Anomaly Detector

Host based anomaly detection has been widely studied in literature. The sem-
inal work of Denning [17], followed by others [18, 19], used purely statistical
approaches, sometimes with good results. Most of these works, however, do not
take into account sequential events, just system-wide variables (and they are
also the works that come up to mind to most people when “anomaly detection”
is named). Other studies focus on the analysis of user sessions to find masquer-
aders [4,20–22]. Nowadays however interactive console access to systems is less
and less used.

The first mention of intrusion detection through the analysis of the sequence
of syscalls from system processes is in [23], where “normal sequences” of system
calls are considered (without paying any attention to the parameters of each
invocation). Variants of [23] have been proposed in [24–28]. An inductive rule
generator called RIPPER [29,30] has been also proposed for analyzing sequences
of syscalls and extracting rules [31] that can then be enforced for intrusion
prevention purposes [32,33].

The use of Markov chains as a simple, short range correlation model was also
proposed, e.g in [34–36]. In [4] we proposed a bayesian framework for behavior
detection using Markov models.

Alternatively, other authors proposed to use static analysis, as opposed to
dynamic learning, to profile a program normal behavior [37,38].

Curiously enough, none of these methods analyzes either the arguments of
the system calls. This is due to the inherent complexity of the task, in a similar
way to what we saw before for Network IDS and packet payloads. Two recent
research works began to focus on this problem. In [39] a number of models are in-
troduced to deal with the most common arguments. This is the work we discuss
in depth and extend in our paper. In [40] an alternative framework is proposed,
using the LERAD algorithm (Learning Rules for Anomaly Detection) which
mines rules expressing “normal” combinations of arguments. Strangely, neither
work uses the concept of sequence analysis. A concept named “Resilience” has
also recently been introduced [41], involving the mapping of arguments of sys-
tem calls as multidimensional data points. However, this approach is still in the
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Figure 2: The overall architecture of the host-based IDS prototype.

early stages of development.
In [8] we described a tool that can detect anomalies by analyzing system call

arguments and sequences. The system is an almost complete re-engineering of
SyscallAnomaly [39]. In particular, our prototype implements some of the ideas
of SyscallAnomaly along with Markovian based modeling, clustering and behav-
ior identification outperforming the original application with both an increased
DR and a reduced FPR.

The overall architecture is drawn in Fig. 2: a hierarchical clustering al-
gorithm is used to identify groups of similar syscalls (for details see [8]); the
resulting clusters become the nodes of a Markov chain built to characterize
the behavior of each application on the system in terms of syscall sequences.
Anomaly thresholds are also learned directly from the training data.

During the detection phase, each system call is associated to a cluster, and
the likelihood of its arguments is calculated against the models of that clus-
ter. The probability of the last transition and the cumulative probability of
the sequence are calculated using the Markov model, implementing a correc-
tion algorithm in order to avoid the assignment of low probabilities. Model
probabilities are calculated on-line, and compared to stored thresholds.

Calls whose arguments are anomalous, or whose presence is anomalous in
that position; and sequences that are overall unlikely are flagged with alerts.
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4 Correlation and aggregation approaches

We propose also (in a work still under review for publication, and which cannot
therefore be explained thoroughly here) a process of alert fusion suitable for our
anomaly detectors.

Alert fusion is the correlation of aggregated streams of alerts. The aggre-
gation of two alerts, reported by the same IDS, is the grouping of alerts that
have similar features and are close in time. On the other hand, alert correlation
means recognizing logically linked alerts. The desired output of an alert fusion
process is a compact, high-level view of what is happening into the network as
a whole. In the security field, such a process is also known as security informa-
tion monitoring. We refer the reader to the model in [42] for a more detailed
taxonomy.

Time-distance aggregation might be able to catch simple scenarios like re-
mote attacks against remote applications (e.g., web servers ) vulnerabilities.
This kind of anomalies have evidence in both network and host activities. This
also helps to reduce the number of redundant alerts, since many IDS report
the same attack raising more than one alert, depending on the specific analyzer
implementation. We propose to use fuzzy measures [43] and fuzzy sets [44]
to design more robust aggregation algorithms. The use of fuzzy sets allows
us to precisely define a time-distance criterion, which in addition can handle
unavoidable errors such as delayed detections.

As can be seen in Fig. 3, using fuzzy sets delayed detections can be modeled
using a triangle-shaped set instead of a singleton. We can also use a trape-
zoidal fuzzy set instead of a crisp window, resulting in a more robust distance
measurement and time window definition. In the example, simple triangles
and trapezoids have been used: however, more accurate/complex membership
functions could be used as well.

If we have two alert streams (network and host alerts) in input, the output
should be one stream of uncorrelatable alerts (i.e., already aggregated alerts
plus the ones that are not correlated). In a first version of the post-processing
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procedure, we chose to classify uncorrelated alerts (network alerts without host
verification and vice-versa) as false-positives and discard them. Experimentally
it can be shown that this approach is too pessimistic and could lead to discarding
true positive. We used the deviation of the anomaly value from the threshold as
an indication of “belief” that an attack took place, and the false positive rate
as a measure of systematic “disbelief” [43,44] of the detector. Using them in an
appropriate scaling function, we can keep alerts that, albeit uncorrelated, have
a strong belief supporting them.

Since alert correlation is a relatively new problem, evaluation techniques
are limited to a few approaches [45]. Thus the development of solid testing
methodologies is needed from both the theoretical and the practical points of
view. To evaluate our approach, we used the following metrics: since the main
goal is to reduce the amount of alerts without discarding true positives, the
DR should ideally not decrease while the FPR should be reduced as much as
possible. From our experiments, the fuzzy approach with the belief/misbelief
correction shows the best performances.

The correlation phase is even more challenging, because it commonly
needs a priori knowledge which we do not have; for instance, precise information
about attacks names, division of attacks into classes, and alert priorities. Most
previous approaches use formalizations and/or signatures [46,47].

Statistical techniques have been also proposed. The current version of EMER-
ALD [48] implements a so-called probabilistic alert correlation engine. De-
scribed in details in [49], the approach relies on the definition of some similarity
metrics between alerts; the correlation phase calculates a weighted similarity
value and finds “near” alerts to be fused together. The features used include
the source IDS identifiers, timestamps, the alert thread, source and destination
addresses and ports. Association rule mining techniques have been used [50–52]
in order to learn recurrent alert sequences for unsupervised alert scenario iden-
tification.

Classic time-series modeling and analysis have been also applied. The ap-
proach detailed in [53] constructs alert time-series counting the number of events
occurring into fixed-size sampling intervals; authors then exploits trend and pe-
riodicity removal techniques in order to filter out predictable components and
leave real alerts only as the output. The main shortcoming of this approach is
the need for long alert streams in order to be effective.

Other authors proposed [54] to implement a Granger statistical causality
test. Without going into details, the test is based on a causality statistic which
quantifies how much of the history of a given set of alerts is needed to explain
the evolution of another set of alerts. Repeating the procedure for each couple
of set allows to identify “causally related” events and to reconstruct scenarios
in an unsupervised fashion. However, our experiments showed how the Granger
causality test is heavily dependent on the tuning of configuration parameters,
making it quite unreliable. We are working on improved tests for detecting
correlation in an unsupervised manner among sets of alerts.

7



5 Conclusions and future works

In this paper we summarized the core results of the research conducted at the
Politecnico di Milano university on unsupervised learning for anomaly detection.
We also described part of our ongoing and future work, referencing our own
publications as well as the reference literature of the field.

We described a network intrusion detection system totally based on unsu-
pervised learning, which uses unsupervised payload clustering and classification
techniques that enables an effective outlier detection algorithm to flag anoma-
lies. We also described a host anomaly detector, that exploits the analysis of
both system calls arguments and behavior,

Finally we showed how we are working to integrate both prototypes to create
a fully unsupervised, integrated intrusion detection environment. We analyzed
previous literature about alert fusion (i.e., aggregation and correlation), and
found that effective techniques have been proposed, but they are not really
suitable for anomaly detection, because they require a priori knowledge (e.g.,
attack names or division into classes) to perform well. To overcome this we
successfully exploited fuzzy sets and measures to aggregate alerts reported by
the two IDS. Our experiments showed that the proposed fuzzy aggregation ap-
proach is able to decrease the FPR at the price of a small reduction of the DR
(a necessary conseguence).

We also showed preliminary results on the use of the Granger causality test
to recognize logically linked alerts, also giving a statistical quantification of the
degree of “causality”. Even if the method does not require a priori knowledge,
we identified a significant issue in the fact that the statistical test relies on
non-obvious configuration parameters which values significantly affect the final
result.

Future extensions of this work will investigate better algorithms for corre-
lation of anomaly based alerts. We are also trying to allow a human expert to
refine the training of the system, with a “semi-supervised” approach. Addition-
ally, we need to enhance the amount of information a human operator can get
from the system, and to make it more user friendly and actionable. Another
possible extension of this work is the investigation of algorithms and criteria to
correlate anomaly and misuse-based alerts together, in order to bridge the gap
between the existing paradigms of intrusion detection.

Finally, we noted throughout our works that the evaluation of an intrusion
detection system is a difficult and open research topic [55]. It is very difficult
to plan tests for the different performance metrics of an IDS system (such as
throughput, detection capabilities, etc.), and it is even more difficult to combine
these tests in a meaningful, overall evaluation. The only available dataset for
IDS evaluation, the so-called “DARPA IDS Evaluation dataset”, has a number
of known shortcomings in the network data samples [56,57]. In [8] we also make
it evident that the host based traces suffer from similar issues. Furthermore,
the dataset is outdated and the attack scenarios are too simple. Therefore
we think it is high time to study and create a more sound methodology for
evaluating and testing intrusion detection systems. We are designing a toolset
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for generating synthetic traffic and superimposing attacks, and we will try to
develop a methodology for evaluation which is both scientifically repeatable and
sound with respect to real world usage requirements.
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