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How purportedly great ML models can be
screwed up by bad data
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What I’ll show...

1. Model accuracy claimed by security ML researchers is
misleading

2. It's generally biased in an overly optimistic direction

3. — Estimating the severity of that bias is important, and will help
you make sure that your model isn't... garbage.
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Train / Test “Sensitivity AﬂﬂlYSiS”: Identifying training

data that leads to improved and consistent performance on new datasets

Train and test the same model across different datasets,
and evaluate the results:

1.  What training datasets generalize better to others?

2. How sensitive is a model’s accuracy to changes in test datasets?
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Train / Test “Sensitivity Analysis”

IRL!



Train / Test “Sensitivity Analysis”

1. Model Used
2. Accuracy Metric Used: AUC
3. Datasets Used

4. Results!



Train / Test “Sensitivity Analysis”

1. Model Used



URL Model

A Character-Level Convolutional Neural
Network with Embeddings For Detecting
Malicious URLs, File Paths and Registry
Keys

Joshua Saxe, Konstantin Berlin
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3. Each convolutional filter's activations are
Eﬂl summed up and assigned to one entry in the
resulting feature vector

5. A suspiciousness score is
assigned based on output of sigmoid
output neuron
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A Character-Level Convolutional Neural
Network with Embeddings For Detecting
Malicious URLs, File Paths and Registry
Keys

Joshua Saxe, Konstantin Berlin




Train / Test “Sensitivity Analysis”

2. Accuracy Metric Used: AUC



AUC = “Area Under the [ROC] Curve”

ROC Curve - Example
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Train / Test “Sensitivity Analysis”

3. Datasets Used



CommonCrawl &
PhishTank

10 million URLs from
January 2017~

=~ 20k malware samples

* plus pre-Jan ‘17 phishtank malicious
URLs, due to lack of data

VirusTotal

10 million URLs from
January 2017

=~ 4% malware
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10 million URLs from 10 million URLs from
January 2017~ January 2017

malware samples = 4% malware

* plus pre-Jan ‘17 phishtank malicious
URLs, due to lack of data




VirusTotal

10 million URLs from
January 2017

= 4% malware
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Train / Test “Sensitivity Analysis”

4. Results!
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What did we learn?

- Model accuracy is extremely dependent on the
training and test datasets used

- Which datasets generalize better

- Expected variance in accuracy on new, inherently different
data
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What did we learn?

- Model accuracy is extremely dependent on the training
and test datasets used

- Which datasets generalize better

- EXxpected variance in accuracy on new, inherently
different data
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How minimize the probability... of failing
spectacularly

Models are liable to fail on different, future data.

Especially when we lack deployment test data, we need to map the limitations of
our models using train / test dataset sensitivity analyses.

This technique can help us choose better training datasets and gain a better
understanding of how sensitive model accuracy is to new test data
distributions. This allows us to develop models that work in the real world,
not just in idealized laboratory settings.



Thanks!

SOPHOS



